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Resumo

Estatisticas recentes apontam para uma propor¢ao alarmante: uma em cada oito pessoas possui algum
tipo de transtorno mental. A qualidade de vida de boa parte da populagdo tem sido afetada por conta
de problemas com Depressao, Ansiedade ou Stress. Detectar precocemente os niveis dos supracitados
transtornos pode ser util como ferramenta auxiliar aos profissionais da satde e até mesmo ao publico
em geral. Esta pesquisa documenta a implementacdo Inteligéncia Artificial pela aplicacdo de
algoritmos de Machine Learning para classificar os niveis de Depressdo, Ansiedade e Stress. Foi
construido um conjunto de dados para treinamento e validacdo dos modelos baseado no formuléario
DASS-42. Diversos classificadores foram testados e os melhores resultados obtidos apontam para
uma acuracia de 99.98% utilizando Artificial Neural Networks. Portanto, classificadores
supervisionados apresentam bom desempenho na estimativa de niveis de transtornos mentais, em
especial o Neural Networks, o que demonstra a viabilidade de se construir um modelo de Machine
Learning.
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Abstract

Recent statistics point to an alarming proportion: one in eight individuals has some type of mental
disorder. The quality of life for a significant portion of the population has been affected by problems
related to depression, anxiety, or stress. Early detection of these disorders' levels can serve as a useful
tool for healthcare professionals and even the general public. This research documents the
implementation of artificial intelligence by applying machine learning algorithms to classify levels of
depression, anxiety, and stress. A dataset was built for training and validating models based on the
DASS-42 form. Several classifiers were tested, and the best results obtained indicate an accuracy of
99.98% using Artificial Neural Networks. Therefore, supervised classifiers demonstrate good
performance in estimating levels of mental disorders, especially Neural Networks, showing the
feasibility of developing a Machine Learning model.
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Introducao

Com a Revolucao Industrial no século XIX, o mundo se tornou mais acelerado: o
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trabalho precisava ser rapido e constante, com muitas horas de trabalho e poucas de descanso,
em condi¢des completamente insalubres, tanto fisicas quanto psicologicas, na busca de meios
para sobreviver e alcangar uma melhor condicao de vida. Apesar de grandes mudancas na forma
de produgdo e garantias de direitos, a vida continua corrida e estressante. Segundo dados da
Organizacao Mundial de Saude de 2019 (World Health Organization, 2022) estima-se que um
bilhdo de pessoas sofram com algum transtorno mental e que uma em cada oito pessoas
apresente tal sofrimento psiquico (Costa, 2023). Além disso, a Pesquisa Nacional por Amostra
de Domicilios realizada pelo Governo brasileiro (Instituto Brasileiro de Geografia E Estatistica,
2022) averiguou que 90% dos domicilios brasileiros possuem acesso a Internet. Nesse contexto,
fica evidente que a tecnologia se faz bastante presente na vida das pessoas, bem como
transtornos mentais, o que demonstra que ha margem para o uso da tecnologia para auxiliar no
diagnostico.

A deteccao precoce de problemas de saude mental ¢ fundamental para garantir um
tratamento adequado e evitar complica¢des. No entanto, a deteccdo desses problemas pode ser
dificil, visto que muitas vezes os sintomas sdo subjetivos e podem variar de pessoa para pessoa.
Além disso, muitas pessoas ndo buscam tratamento por medo de serem estigmatizadas ou por
falta de acesso a servicos de satde mental.

Segundo o Manual de Diagnostico e Estatistico de Transtornos Mentais da American

Psychiatric Association — DSM 5 TR (2023):

Um transtorno mental é uma sindrome caracterizada pela perturbagdo clinicamente
significativa na cogni¢do, na regulagdo emocional ou no comportamento de um
individuo que reflete uma disfungdo nos processos psicologicos, bioldgicos ou de
desenvolvimento subjacentes ao funcionamento mental. Transtornos mentais estao
frequentemente associados a sofrimento ou incapacidade significativos que afetam
atividades sociais, profissionais, ou outras atividades importantes (p. 14).

Nesse contexto, as técnicas de Machine Learning podem ser uma ferramenta valiosa para
profissionais da saude. Com um modelo automatizado capaz de detectar niveis de ansiedade,
depressdo e estresse, € possivel identificar esses problemas de forma mais eficiente e rapida,
permitindo um tratamento mais adequado e com melhores resultados.

Ressalta-se que a Resolugao do Conselho Federal de Psicologia (CFP), n° 31/2022, define
a avaliacdo psicologica como “um processo estruturado de investigagdo de fendmenos
psicologicos, composto de métodos, técnicas e instrumentos, com objetivo de prover
informagdes a tomada de decisdo, no ambito individual, grupal ou institucional” (Conselho
Federal de Psicologia, 2022, s. p.). Neste sentido, as técnicas de Machine Learning se tornam
aliadas no processo de avaliacdo psicoldgica, pois ao indicarem os niveis de ansiedade,

depressdo e stress, auxiliam no direcionamento de quais testes e técnicas psicoldgicas o
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profissional de Psicologia podera utilizar posteriormente considerando os dados ja detectados,
para confirmagdo ou ndo dos transtornos e estruturacdo do tratamento.

O objetivo deste trabalho foi verificar a viabilidade do uso de um modelo automatizado
de Machine Learning para detectar niveis de ansiedade, depressao e estresse. O uso de técnicas
de Machine Learning tem se mostrado eficaz na detec¢do desses niveis e pode ser uma
ferramenta valiosa para profissionais da satde.

Os Objetivos Especificos foram:

1. Levantamento de trabalhos correlatos por meio da Revisdo Sistematica da Literatura;

2. Extragdo das principais varidveis para escolha adequada de algoritmos, conjunto de
dados e comparacdo de resultados;

3. Aplicagdo do gabarito de classificagdo de niveis de ansiedade, depressao e estresse em
um conjunto de dados de teste (dados uteis para o treinamento);

4. Pré-processamento dos dados para remogao de ruidos e ajustes diversos;

5. Treinamento de diversos classificadores;

6. Teste do desempenho dos classificadores previamente treinados;

7. Obtencao das métricas de avaliacdo de desempenho para comparagao dos resultados.

Assim, a problematica que esta pesquisa busca responder é: € possivel utilizar inteligéncia
artificial no auxilio da detecg@o de transtornos mentais? E quais classificadores supervisionados
possuem o melhor desempenho para realizar esta detecgao?

No que tange a estrutura, este trabalho foi organizado da seguinte forma: No primeiro
capitulo, foi feita uma contextualizagdo do tema pesquisado, apresentada a justificativa, os
objetivos gerais e especificos, bem como a problematica; no segundo capitulo, foram descritos
os trabalhos correlatos que deram base ao trabalho, a taxonomia dos mesmos e sua analise; no
terceiro capitulo, foi descrito o fluxograma seguido para o desenvolvimento da pesquisa e
obtencdo dos resultados desejados; no quarto capitulo, foram expostas as matrizes de confusao
de cada modelo e uma tabela com as respectivas métricas para cada transtorno; por fim, no
quarto e ultimo capitulo, foi apresentada a analise dos resultados e as consideragdes finais da

pesquisa.

1 Desenvolvimento

Este capitulo compila os trabalhos correlatos ao tema objeto desta pesquisa. Trabalhos
que implementaram Machine Learning para classificar os tipos de transtornos, como ansiedade,

depressdo e estresse, tendo como base diversos tipos de dados, como dados fisioldgicos, dados
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de redes sociais e dados de questionarios foram objeto de estudo para que esta Se¢do entregue
uma estimativa do estado-da-arte.

Yesudas (2022) em seu trabalho utilizou 3 algoritmos de Machine Learning: Random
Forest (RF), NaiveBayes (NB) e Neural Networks (NN). O software mostrou que os modelos
gerados pelo NaiveBayes (NB) e Random Forest (RF) obtiveram bons resultados para
depressdo, ansiedade e estresse com 95% de precisao, mas o modelo Neural Networks (NN)
trouxe uma precisao de 99% para o estudo.

Mary e Jabasheela (2018) buscaram, por meio de um software, prever os niveis de DAS
(Depressao, Ansiedade e Estresse) com 5 algoritmos: LogisticRegression (LR), Multi-
layerPerceptron (MLP), J48, ReducedErrorPruning (REP), ClassificationandRegressionTrees
(CART). Com esse software, foram analisados os dados coletados de 600 estudantes com o
algoritmo Multi-layerPerceptron (MLP), que apresentou o melhor resultado na classificagao
dos dados com uma precisao de 90,33% para depressdo, 92% para ansiedade e 90,33% para
estresse.

O trabalho de Katsiset al. (2011) verificou a efetividade de um dispositivo determinar o
estado afetivo de um paciente com base em sinais fisiologicos, por meio de um questionario
baseado no banco de dados de imagens InternationalAffective Picture System (IAPS), € 0 uso
de algoritmos de Neural Networks (NN), Support Vector Machine (SVM), Random Forest (RF)
e Neuro-Fuzzy System (NFS), que obteve uma precisao geral de 84.3%.

Kumara, Garga e Garga (2020) verificaram em sua pesquisa a previsao de transtornos
mentais como ansiedade e depressdo, utilizando oito tipos de algoritmos, dos quais o melhor
desempenho foi dos algoritmos Radial Basis (RB).

O estudo de Al-Ezziet al. (2022) analisou eletroencefalografias, um teste que mede a
atividade elétrica no cérebro, para identificar niveis de transtorno de ansiedade social. O modelo
que ocasionou o melhor resultado foi o NaiveBayes (NB) com resultado de 86,93%.

No trabalho elaborado por Budiyantoet al. (2019), o software analisou dados coletados
com base na escala DASS-21 (Escala de Depressdao, Ansiedade e Estresse), e o algoritmo
NaiveBayes (NB), para classificacdo de textos coletados via publica¢des do Facebook, a fim de
identificar sinais iniciais de depressdo e ansiedade, mapeando um total de 22.934 posts.
Concluiu-se que nos posts dos usuarios que foram monitorados, os homens t€ém uma tendencia
maior a apresentar os sinais iniciais de depressdo e ansiedade do que as mulheres (53% contra
46,4% respectivamente).

Bhatnagar et al. (2023) buscaram identificar a amplitude da ansiedade e seus efeitos em

estudantes universitarios de engenharia da India, utilizando uma base de dados construida com
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um questionario baseado na escala Likert, originalmente desenvolvida por RensisLikert em
1932. E uma ferramenta que permite que os participantes expressem seu nivel de concordancia
ou discordancia com uma afirmacdo em uma escala graduada, geralmente de 5 a 7 pontos, que
quantificou o nivel da ansiedade, as causas e efeitos por meio de testes estaticos de
confiabilidade e solidez. Esses dados foram classificados por meio de algoritmos de Machine
Learning, quais sejam NaiveBayes (NB), DecisionTree (DT), Random Forest (RF) e Support
Vector Machine (SVM) com base no nivel de ansiedade e seus efeitos. Respectivamente, os
algoritmos tiveram precisdo de 71.05%, 71.05%, 78.9% e 75.5%, o que permitiu concluir que
¢ possivel ligar os efeitos as causas de ansiedade, e classificar o nivel de ansiedade de acordo
com a severidade dos efeitos, para identificar quais estudantes podem estar em risco.

A pesquisa desenvolvida por Maitre et al. (2022) teve como objetivo investigar quais
variaveis causaram alteragdes no nivel de ansiedade dos estudantes e funcionarios da
Universidade de Québec durante a pandemia de COVID-19, por meio da exploragdo de dados
via gréficos, estatisticas e métodos univariados, bem como técnicas de predi¢do de Machine
Learning. Para isso, foi realizado um estudo longitudinal em quatro fases por meio de um
questionario online na plataforma LimeSurvey, com o intuito de estabelecer retratos da satde
dos individuos nesse periodo. Diante disso, foi possivel concluir que o algoritmo com melhor
precisao foi o CatBoost (CB), com um coeficiente de correlagdo de Pearson no valor de r? =
0.5656, e que todas as variaveis contribuiram significantemente para as alteragdes nos niveis
de ansiedade, e que certos grupos de individuos estdo mais inclinados a experenciar ansiedade
severa.

Lee et al. (2019) buscaram através de sua pesquisa melhorar a eficacia da predi¢ao com
Machine Learning por meio da selecdo de caracteristicas utilizando Genetic-Algorithm sobre
dados de um questionario do Korean Longitudinal StudyofAging (KLoSA) da Coreia do Sul. A
selecdo de caracteristicas foi feita com um método que busca um conjunto por meio de uma
funcdo de condicionamento fisico que maximiza a correlacao entre elas e a classificagdo a ser
predita.Com isso, concluiu-se que a escolha de caracteristicas validas por meio de um método
de selecao melhora a performance e a duracao do aprendizado, especialmente quando feito com
o uso do Genetic-Algorithm, que demonstrou uma margem de erro menor que o método de
sele¢do randomico, pois selecionou melhor as caracteristicas para a predigao.

Muhammad e Al-Ahmadi (2022) em seu estudo desenvolveram um quadro de avaliagao
para ansiedade por meio de sinais fisioldgicos de eletroencefalogramas (EEG) da base de dados
“A Database for Anxious States whichisbasedon a PsychologicalStimulation (DASPS)”, cujos

dados passaram por pré-processamento, selecao de canal, extracao e selecdo de caracteristicas
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e, por fim, classificagdo por meio de algoritmos de Machine Learning. Verificou-se que o
algoritmo de Random Forest (RF) teve 94.90% e 92.74% de precisdo para classificacdes de
dois e quatro niveis e ultrapassou a precisao do quadro de avaliagdo existente, com o uso de
menos caracteristicas.

Aleemet al. (2022) realizaram uma listagem de algoritmos de Machine Learning usados
na detecgdo e diagnostico de depressao, categorizando-os em trés classes: classificagdo, deep
learning e ensemble. Além disso, apresentou um modelo de diagndstico de depressao por meio
de extra¢do de dados, pré-processamento, treinamento de classificador de Machine Learning e
avaliag¢do de performance, bem como uma visao geral dos objetivos e limitagdes das pesquisas
realizadas nesse sentido. Por fim, concluiu-se que ¢ possivel utilizar dados de redes sociais,
prontudrios médicos, e dados de sensores de dispositivos moveis para identificar transtornos de
humor. O classificador mais utilizado para detec¢do de depressao foi o Support Vector Machine
(SVM), pois funciona bem com dados desestruturados e de grande dimensdo, com mais de 75%
de precisdo e que aplicagdes de Machine Learning promovem um progresso potencial
significativo para tratamentos de saude mental, especialmente na predicao.

A pesquisa elaborada por Gao, Calhoun e Sui (2018) buscou explorar biomarcadores de
transtornos de humor com o uso de Machine Learning para o diagndstico de transtornos
depressivos a partir de transtornos bipolares na fase inicial da depressdo, por meio da revisao
de métodos de Machine Learning usados na classificagdo de imagens cerebrais e predigoes.
Também, revisou pesquisas que usaram imagens de ressonancia magnética (MRI) para
classificar transtornos ou investigar preditores do resultado de tratamentos. Constatou-se que o
uso de dados de ressonancia magnética como base para Machine Learning promove um avango
na andlise de niveis individuais de depressdao maior aplicados clinicamente.

No trabalho de Priyaet al. (2020) foram realizadas predi¢cdes de ansiedade, depressao e
estresse com o uso dos algoritmos DecisionTree (DT), Random Forest Tree (RFT), NaiveBayes
(NB), Support Vector Machine (SVM) e K-NearestNeighbors (KNN) de Machine Learning, a
partir de uma base de dados de individuos empregados e desempregados que responderam ao
questionario DASS-21, classificados em cinco niveis. Verificou-se que as classes utilizadas
estavam desequilibradas na matriz de confusdo, o que foi resolvido com a aplicacdo da
pontuagdo F1, que permitiu identificar o algoritmo Random Forest (RF) como o mais preciso,
apesar do NaiveBayes (NB) ter sido o que apresentou melhor precisao antes da aplicacdo da
pontuagdo F1.

O trabalho elaborado por Gaziet al. (2021) utilizou Machine Learning e detecgdo

fisiologica para detectar niveis de ansiedade fobica. Para a detecgao fisioldgica, utilizou dados
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extraidos de atividade eletrodérmica (EDA), sinais de esforco respiratério (RSP) e
eletrocardiograma (ECG). Com o uso do modelo Random Forest (RF) a precisao foi de 85%.
Garget al. (2021) desenvolveram sua pesquisa utilizando um conjunto de dados multimodal
chamado de WESAD, composto por eletrocardiograma (ECG), temperatura corporal (TEMP),
respiragdo (RESP), eletromiograma (EMG) e atividade eletrodérmica (EDA). O objetivo foi
detectar estresse nos individuos. O melhor resultado foi obtido por meio de técnicas de Machine
Learning, dentre as quais o melhor resultado foi do algoritmo Random Forest (RF) com 83,34%
e 65,73%.

O artigo de Giakoumiset al. (2012) aplicou um protocolo de indugdo de estresse
stroopcolour word testpara a deteccao automatica de estresse por meio de videos, acelerdmetro
e monitoramento fisioldgicos e um conjunto de caracteristicas comportamentais relacionadas a
atividade. A avaliagdo experimental demonstrou que diversas dessas caracteristicas se

correlacionam a relatos de estresse.

1.1 Taxonomia dos trabalhos correlatos

Define-se taxonomia de pesquisa como estruturas classificatorias para organizacdo de
dominios de conhecimento, a qual é fundamental para compreender o levantamento dos
trabalhos correlatos. Na tabela 1 foram compilados os autores dos trabalhos, os algoritmos
classificadores, os conjuntos de dados e os melhores resultados apurados.

Tabela 1- Taxonomia: autores, algoritmos classificadores, conjunto de dados e melhores
resultados apurados.

TRABALHO CLASSIFIC. DATASET DEPRE. ANS. ESTRESSE GERAL
Yesudas (2022) NN. FORM DASS-42 99% 99% 99% 99%
Mary e MLP. FORM DASS-21 90.33% 92% 90,33% --
Jabasheela
(2018)
Katsiset al. NN; SVM; RF; 1APS -- -- - 84,3%
(2011) NES;
Kumara, Gargae RB. FORM DASS-42 100% 93,1% 91,95% -
Garga (2020)
Al-Ezziet al. NB. EEG - 86,93% - -
(2022)
Budiyantoet al. NB. FORM DASS-21 -- -- - --
(2019)
Bhatnagar et al. RF. QUESTIONARIO -- 78,9% - -
(2023) PROPRIO
Maitre et al. CB. QUESTIONARIO - 56,56%  -- -
(2022) PROPRIO
Lee et al. (2019 RF; LR; MLP; CES-D10 -- -- - --
SMOREG & EEG
KLOSA
Muhammad e RF. EEG - 94,9% 92,74% -
Al-
Ahmadi (2022)
Aleemet al. SVM & BDC CES-D-11; DASS-21; -- -- - 75%
(2022) HDRS.
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Gao, Calhoun e CRC MRI - - - -

Sui (2018)

Priyaet al. (2020) NB FORM DASS-21 85,5% 73,3% 74,2% -

Gaziet al. (2021)  RF. & EDA; ECG; RSP - 85% - -

Garget al. (2021)  RF. ECG; TEMP; RESP; - - 83.34% 65,73%
EMG; EDA

Giakoumiset al. - ECG; GSR 90% -- - --

(2012)

Fonte: Elaborado pelos autores (2024).
Nota: Nota. NN = Redes Neurais; MLP = Perceptron Multicamadas; RF = Floresta Aleatéria

Por meio do levantamento dos trabalhos, percebeu-se que os melhores resultados foram
obtidos através de algoritmos que utilizaram algum classificador do tipo Ensemble learning,
algoritmos que possuem um aprendizado corporativo supervisionado. Além disso nota-se que
apesar do modelo de Neural Networks ter alcancado um bom resultado, ele foi explorado em
apenas um artigo. A maioria dos dados foram obtidos através de formularios proprios baseados
em formulérios DASS, desenvolvidos pelos pesquisadores Lovibond e Lovibond (1995),
atualmente mantido pela Psychology Foundation of Australia. Seu intuito ¢ medir os niveis
emocionais do entrevistado por meio de 42 perguntas, que devem ser respondidas de acordo
com a frequéncia (never, sometimes, often, almostalways), ¢ sdo divididas em 3 escalas
(ansiedade, depressdo, estresse) com 14 itens cada}, enquanto os que ndo foram baseados em
formulério utilizaram dados de exames clinicos como EEG e ECG. A respeito dos resultados,
a maioria dos estudos ndo abrangeram os trés transtornos (ansiedade, depressdo e estresse),
como nesta pesquisa. A partir da analise deste levantamento, foi escolhido o conjunto de dados

a ser utilizado para a avaliagdo de desempenho dos algoritmos.

2 Metodologia

Para o desenvolvimento da pesquisa, foi elaborado o fluxo de processos apresentado na
Figura 1 para ser utilizado como Metodologia. As letras indicam as etapas do processo

algoritmico e sdo usadas para detalhar o fluxo sistémico:
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Figura 1- Fluxograma representativo da metodologia adotada
A

F G
Escolha do Seleciio de Colunas Ajuste de
Conjunto de Dados ¢ Hiperparametros
B E H
Pré-processamento Normalizagao Aplicagio
dos Modelos
C D I
DinT:s;ii(;l(ii;ade Geracdo dos Roétulos Validacdo Cruzada

J/

Avaliacio do Modelo

Fonte: Elaborado pelos autores (2024).
Etapa A - Ap6s uma andlise exploratoria da taxonomia, decidiu-se utilizar o conjunto de dados
previamente explorado por Yesudas (2022), composto por 39.775 respostas a um formulario
composto pelo questiondrio DASS-42, bem como itens opcionais de personalidade de
informagdes demograficas dos participantes.
Etapas B e C - Na fase de pré-processamento e reducdo de dimensionalidade, removeram-se
os dados server-sided, que consistiam em dados técnicos do dispositivo no qual o entrevistado
respondeu o questiondrio, bem como dados técnicos do questionario, como tempo de resposta
de cada item e tempo total para responder o questionario. Também foram removidas as colunas
cujas respostas eram texto livre, nas quais o entrevistado respondia de forma aberta.
Etapa D - Para a criagdo dos rotulos pelas formulas, com base nas especificagdes do dicionario
de dados, separaram-se as colunas correspondentes a cada um dos rotulos desejados, somaram-
se os resultados para obter o volume e, por fim, foi feita a relagdo dos resultados com as faixas
correspondentes do questionario DASS, o que resultou em 3 colunas novas, que seriam os
rotulos, cada uma com 5 niveis, de 0 a 4, que correspondem a Normal, Mild, Moderate, Severe
e ExtremelySevere, respectivamente.
Etapa E - Na fase de normalizacdo dos dados, que ¢ a técnica de transformar os valores
numéricos do conjunto de dados em um intervalo de valores comuns, sem distorcer a faixa de
valores ou perder informacdo, foi utilizada a técnica Min-Max no Azure Machine Learning

Studio.
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A técnica Min-Max padroniza as escalas das varidveis independentes em um conjunto
de dados, o que ¢ bastante util em algoritmos de Machine Learning, porque ¢ importante que
as varidveis tenham a mesma escala.

De acordo com Lantz (2015), a formula para normalizagcdo Min-Max ¢ dada por:

Znorm = _X = Xmin_ (1)

max — Xmin

Nota 1:
¢ X: valor original da variavel;

® Znorm: Valor normalizado da variavel;
® Xmin: valor minimo observado da variavel,
® Xmax: valor méximo observado da variavel.

Com isso, garante-se que os valores das varidveis estejam todos dentro do intervalo
desejado, o que facilita o treinamento de modelos de Machine Learning e evita problemas
decorrentes de escalas diferentes.

Etapa F - Para a sele¢do das colunas, no conjunto de dados original, as colunas definidas como

rotulos foram separadas das demais, para evitar que o modelo fosse treinado ou testado com os

dados dos resultados.

Etapa G - Foi utilizado o ajuste dos hiperpardmetros de modelo com o objetivo de encontrar

as melhores configura¢des para melhorar o desempenho do modelo, utilizando técnicas de

varredura aleatoria, nas quais o modelo é treinado com uma selegdo aleatoria de parametros, de
acordo com um numero definido de interagdes.

Etapa H - Na etapa de aplicagdo dos modelos foram utilizados os seguintes algoritmos:

o MulticlassDecision Forest (MICROSOFT, 2019a) - O MulticlassDecision Forest ¢ um
método de aprendizado que usa varias arvores de decisdo para tomar uma decisdo final: cada
arvore cria um histograma e normaliza os resultados para obter a probabilidade de cada rotulo,
tendo como resultado a melhor arvore final por comparagdo com as demais.

® MulticlassDecisionJungle (MICROSOFT, 2019b) - O MulticlassDecisionJungle ¢ um
modelo de classificagdo semelhante ao MulticlassDecision Forest, porém, em vez de usar
arvores como base, emprega Grafos Aciclicos Direcionados (DAGs). Esta estrutura ¢ mais
eficiente em termos de memoria, pois elimina a necessidade de repeti¢ao de nds-folha, embora
demande um pouco mais de tempo computacional durante o treinamento.

® Multiclass Neural Networks (MICROSOFT, 2019c¢) - O Multiclass Neural Networks ¢ um
conjunto de camadas interconectadas, no qual as entradas sdo conectadas a uma camada de

saida por um grafo aciclico ponderado. Nele, pode conter camadas ocultas para modelar niveis
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de profundidade semantica. O treinamento da rede com dados de entrada permite aprender a
relacdo entre entradas e saidas. Os valores em cada n6 sdo calculados pela soma ponderada
dos valores da camada anterior, seguida pela aplicacdo de uma fun¢do de ativagdo. Neural
Networks profundas tém sido eficazes em tarefas complexas, como reconhecimento de
imagem ou fala. Utilizamos como pardmetro de especificagdo de camada oculta o fully-
connected case, que cria um modelo usando a arquitetura padrdo de Neural Networks.
Etapa I - Para a valida¢do dos modelos, utilizou-se /0-fold, que ¢ uma técnica robusta para
avaliar o desempenho de modelos de aprendizado de maquina, conforme descrito por James et
al. (2013). Nesse método, os dados de treinamento sao divididos em 10 subconjuntos (folds) de
tamanhos iguais. Cada fold ¢ utilizado como conjunto de validagdo uma vez, enquanto os 9
folds restantes sao utilizados para treinar o modelo. Esse processo ¢ repetido 10 vezes, obtendo
10 estimativas de erro de teste que sdo médias para a estimativa final de validac¢do cruzada. Ao
final, as 10 estimativas de erro de teste obtidas sdo médias, resultando na estimativa final de
validagdo cruzada de /0-fold.
Etapa J - Por fim, na avaliacdo do Modelo, analisou-se o desempenho dos modelos através de
métricas fundamentais, como a matriz de confusdo e medidas de acuracia, recall, precisdo e
F1-Score. Estas analises fornecem uma compreensao aprofundada do comportamento de cada
modelo.

Cada etapa da metodologia foi pensada e aplicada a fim de manter a integridade e
qualidade dos dados originais. A andlise exploratoria inicial permitiu a sele¢cdo adequada do
conjunto de dados, enquanto o pré-processamento e a redu¢ao de dimensionalidade garantiram
que apenas informagoes relevantes fossem consideradas. A normalizagdo foi importante para
padronizar as variaveis, facilitando o desempenho dos modelos. O ajuste de hiperparametros
otimizaram o treinamento dos algoritmos aplicados e juntamente com a validacdo cruzada
proporcionou uma avaliagdo robusta e confidvel, resultando em uma andlise detalhada do

desempenho dos modelos por meio das métricas geradas

3 Resultados

Com a obten¢do das métricas apds a execug¢do da metodologia descrita no capitulo
anterior, foi elaborada a tabela a partir da equacdo 1, composta pelas métricas de acuricia,
precisdo, Recall e F'1 Score, as quais sao descritas abaixo.

Tem-se que a acuracia ¢ uma medida geral da precisdo do modelo. Ela representa a
proporcao de predi¢des corretas (verdadeiros positivos e verdadeiros negativos) em relagao ao

total de amostras, conforme equagao 2.
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Verdadeiros Positivos + Verdadeiros Negativos

Acuracia = 2)
Total da Amostra
Nota 1:
e Verdadeiros positivos sdo os dados que foram corretamente classificados como
verdadeiros.
e Verdadeiros negativos foram os dados que foram erroneamente classificados como
verdadeiros.
Por sua vez, o Recall mede a proporcao de exemplos positivos que foram corretamente
identificados pelo modelo. Em outras palavras, ¢ a capacidade do modelo de encontrar todos os

exemplos positivos, conforme a equacao 3.

Verdadeiros Positivos
Recall = 3)

Verdadeiros Positivos + Falsos Negativos

Nota 1:
e Verdadeiros positivos sdo os que foram corretamente classificados como verdadeiros.
e Verdadeiros negativos foram os que foram erroneamente classificados como
verdadeiros.
Ja a precisdo ¢ a proporcao de exemplos positivos identificados corretamente pelo
modelo em relacdo a todos os exemplos identificados como positivos (incluindo os falsos

positivos). Ela representa a precisao das predi¢des positivas do modelo, conforme equagao 4.

.~ Verdadeiros Positivos
Precisio = : — — 4)
Verdadeiros Positivos + Falsos Positivos

Notal:
e Verdadeiros positivos sdo os que foram corretamente classificados como verdadeiros.

e Verdadeiros negativos foram os que foram erroneamente classificados como
verdadeiros.
Por fim, o F1-Score é uma métrica que combina precisdo e Recall em um Unico valor.

Ele ¢ calculado como a média harmdnica entre precisdo e Recall, conforme equagao 5.

F1Score = 2 x ZecsaoxRecall 5

Pecisiao+ Recall

Nota 1:
e Precisdo ¢ a propor¢do de exemplos positivos identificados corretamente pelo modelo

em relacdo a todos os exemplos identificados como positivos.
e Recall mede a proporc¢ao de exemplos positivos que foram corretamente identificados

pelo modelo.
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Tabela 2 - Métricas dos modelos aplicados

MODELO ACURACIA PRECISAO RECALL F1 SCORE
DEPRESSAO - 0,87308 0,83628 0,82751 0,83100
DECISION
FOREST
DEPRESSAO - 0,88047 0,85124 0,83316 0,83958
DECISION
JUNGLE
DEPRESSAO - 0,99980 0,99980 0,99977 0,99978
NEURAL
NETWORKS
ANSIEDADE - 0,82182 0,73711 0,70767 0,70987
DECISION
FOREST
ANSIEDADE - 0,83851 0,78938 0,70409 0,69148
DECISION
JUNGLE
ANSIEDADE - 0,99995 0,99997 0,99993 0,99995
NEURAL
NETWORKS
ESTRESSE - 0,87449 0,87979 0,86458 0,87172
DECISION
FOREST
ESTRESSE - 0,87507 0,88480 0,86083 0,87174
DECISION
JUNGLE
ESTRESSE - 0,89183 0,99817 0,99815 0,99770
NEURAL
NETWORKS

Fonte: Elaborado pelos autores (2024).

A partir das métricas evidenciadas na Tabela 2, verifica-se que o modelo de Neural
Networks se destacou dentre os demais, razdo pela qual foram geradas as suas matrizes de

confusdo para avalia¢do de suas classificagdes.

4 Conclusao

Percebeu-se, por meio da revisdo de trabalhos correlatos e sua taxonomia, que as
técnicas de Machine Learning sdo alvo de pesquisas para uso na area da satide, notadamente
para transtornos mentais, € com desempenhos satisfatorios para diferentes casos. No entanto, a
maioria das pesquisas se ateve a um tipo de transtorno mental e alguma situagdo especifica,
como estudantes ou trabalhadores, identificacdo de sintomas por meio de textos ou imagens e
a pandemia de COVID-19. Assim, este trabalho buscou verificar o desempenho dos
classificadores para os trés transtornos mentais, a partir de um conjunto de dados recente e mais
especifico para o diagndstico deles, como os DASS.

A partir do conjunto de dados selecionado, foi realizado um pré-processamento dos
dados diferente da metodologia utilizada no artigo original de Yesudas (2022), para utilizar
apenas as respostas ao questionario DASS, removendo questdes extras, opcionais, de texto livre

e dados técnicos. Com isso, reduziu-se o niimero de colunas e foram criados os rétulos, um para

RETEC, Ourinhos-SP, v. 18, n. 2, p. 77-93, jul./dez., 2025 89



cada transtorno, com 5 niveis cada, bem como foram normalizados os dados numéricos em
intervalos comuns para facilitar o treinamento.

Dessa forma, foi possivel aplicar os algoritmos MulticlassDecision Forest,
MulticlassDecisionJungle e Multiclass Neural Networks ao conjunto de dados e observar que
os modelos gerados obtiveram acuracia acima de 80%, sendo o mais notavel o de Neural
Networks, que teve um desempenho acima de 89,13% para os trés transtornos, bem como suas
matrizes de confusdo apontaram poucos erros de classificagao.

Fica evidente, portanto, que classificadores supervisionados apresentam bom
desempenho na estimativa de niveis de transtornos mentais, em especial o Neural Networks, o
que demonstra a viabilidade de se construir um modelo de Machine Learning para o auxilio na
identificagdo desses transtornos a partir de um conjunto de dados baseado num formulério
DASS.

Além disso, o desenvolvimento desse trabalho serviu como aplicagdo pratica das
matérias de Metodologia da Pesquisa Cientifico-Tecnoldgica e, principalmente, Inteligéncia
Artificial, na qual se aprendeu sobre a historia da inteligéncia artificial, algoritmos de Machine
Learning, e técnicas para obter melhores resultados na aplicagdo desses algoritmos para gerar
modelos, conhecimentos que foram aplicados neste trabalho e contribuiram imensamente na
formacdo de um repertorio técnico sobre a area e sedimentam o caminho para uma
especializacdo neste assunto.

Por fim, a partir deste trabalho, futuramente, pode ser realizada nova pesquisa com o
objetivo de melhorar os resultados do modelo, aplicando técnicas de pré-processamento ou
diferentes ajustes de hiperparametros, bem como desenvolver uma aplicagdo que utilize o

modelo para auxiliar no diagnostico e posterior tratamento dos transtornos mentais aqui citados.
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